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Abstract. 
Cells self-organize molecules in space and time to generate complex behaviors, but we lack synthetic strategies 
for engineering spatiotemporal signaling. We present a programmable reaction-diffusion platform for designing 
protein oscillations, patterns, and circuits in mammalian cells using two bacterial proteins, MinD and MinE 
(MinDE). MinDE circuits act like “single-cell radios”, emitting frequency-barcoded fluorescence signals that can 
be spectrally isolated and analyzed using digital signal processing tools. We define how to genetically program 
these signals and modulate their dynamics using engineerable protein-protein interactions. By connecting MinDE 
to endogenous cellular pathways, we built circuits that broadcast frequency-barcoded single-cell kinase activity 
or that synthetically pattern actin polymerization. Our work establishes a new paradigm for probing and 
engineering cellular activities at length and timescales critical for biological function. 
 
Main Text.  
Cell biology is animated by the dynamic organization of protein activities in space and time. By specifying when 
and where specific proteins act, cells can build a diverse range of functions needed for growth, information 
processing, and motility from a common set of conserved molecular components (1–3). Disruption of this 
spatiotemporal organization at the single-cell level can lead to human diseases (4–6), and bacteria and viruses 
often pattern host-cell activities in new ways to hijack host-cell biology (7–9). Thus, the spatiotemporal 
organization of proteins is a key programming language of cell biology that demands deeper understanding and 
greater engineerable control. 

Despite its fundamental importance, there are few tools that enable us to artificially organize the 
spatiotemporal dynamics of proteins inside living cells (10–13). Two common strategies are localization 
sequences (14, 15), which direct a protein of interest to a static location in the cell; and optogenetics, which 
allows an experimenter to organize molecules within an illuminated region of the cell (16, 17). Although both 
approaches have significant utility, they force us to choose between genetic encodability and dynamic control, 
failing to recapitulate the self-organization that is a hallmark of all living cells. 

We sought a new paradigm: genetically encoded circuits that synthetically direct the spatiotemporal 
organization of proteins within a cell. To achieve this, we repurposed a positioning circuit from bacteria—the 
MinDE system—which is orthogonal to Eukaryotes (18). In E. coli cells, the division machinery is localized by 
pole-to-pole protein oscillations on the plasma membrane driven by a reaction-diffusion (19, 20) process: 
nucleotide-dependent membrane association of the MinD ATPase is antagonized by its ATPase-activating 
protein MinE (21, 22). In vitro, MinD and MinE are sufficient to drive dynamic protein behaviors on supported 
lipid bilayers (23–25). These minimal requirements suggested that MinDE might produce reaction-diffusion 
behaviors in mammalian cells, providing a starting point for more complex spatiotemporal circuit design (Fig. 
1A). 

We used lentivirus to express mCherry-MinD and MinE-GFP in multiple different mammalian cell lines and 
imaged their spatiotemporal distribution by timelapse fluorescence microscopy. Across populations of cells 
harboring different MinD and MinE expression levels, we observed a stunning array of self-organizing protein 
dynamics and patterns inside single cells (Fig. 1B-E, Fig. S1-2, Movie S1-6). This included traveling waves, 
spirals, and turbulent patterns with periods ranging from seconds to minutes (Fig. 1C, Fig. S1, Movie S3); fast 
standing oscillations with persistent nodal structure (Fig. 1D, Fig. S1, Movie S4); and stationary Turing-type 
“leopard print” patterns in which regularly spaced protein domains maintained their position over time (Fig. 1E, 
Fig. S1, Movie S5).  These MinDE patterns were distributed throughout the entire cell body, and confocal imaging 
suggested this whole-cell patterning was supported by MinDE interaction with the endomembrane system of the 
cell (Fig. S3, Movie S7). Detailed inspection of MinD and MinE fluorescence signals over time showed that for 
dynamic patterns, MinE slightly lagged MinD (Fig. 1B-C, Fig. S1); and for stationary patterns, domains of MinD 
were encircled at their perimeter by a ring of MinE (Fig. 1D, Fig. S1, Movies S2 and S5). This is the expected 
spatiotemporal organization of a two-component reaction-diffusion system and agrees with past in vitro 
observations of reconstituted MinDE systems (23–25).  

This genetically encoded protein patterning system is powerful because its behavior can be tuned and 
controlled using synthetic biology and protein engineering. Thus, MinDE can provide a general platform for circuit 
design in which the protein patterns it generates can encode dynamic data and react to or control endogenous 
activities in the host cell. To analyze the content of these MinDE signals quantitatively, we took advantage of the 
fact that the pixel-level MinDE fluorescence dynamics at any location within a cell are strongly oscillatory (Fig. 
1C-D, 2B, Fig. S1). Using Fast-Fourier Transform (FFT) (26), we mapped these pixel-level dynamics to the 
frequency-domain. The pixel-level power spectrum shows a strong peak at the frequency of the MinDE oscillation 



at that location (Fig. 2B). These pixel-level FFTs were used to produce an “image level power spectrum” stack, 
in which each slice in the image-stack corresponds to a different frequency and pixel intensity within a slice 
corresponds to the oscillation power of that frequency at that location (Fig. 2B). In these stacks, an individual cell 
is located at a particular frequency slice, indicating that a MinDE circuit generates a specific cell-wide temporal 
frequency. The associated phase angle of the oscillation at each pixel in that frequency slice (the phase field) 
provides additional information about the underlying spatial structure of that cell’s MinDE circuit, including its 
wavelength, defect distribution, and nodal structure (Fig. S4-5, Movie S8-9) (27). 

  Given that the temporal frequency of a cell’s MinDE signal is uniform, it provides a frequency-domain 
single-cell imaging barcode that acts like a “cellular radio station” (Fig. 2A). This surprising fact enabled us to 
perform filtering, isolation, and analysis of MinDE fluorescence signals using techniques from digital signal 
processing. Fluorescence from different cells within a mixed population could be isolated by simply tuning to 

Figure 1. Synthetic spatiotemporal protein patterning in mammalian cells using the MinDE reaction-diffusion system. (a) The MinD ATPase and 
its activator MinE form a protein-based reaction-diffusion system (MinDE) in E. coli that generates pole-to-pole oscillations to specify the division site.
Transplanting these components into human cells provides a synthetic biology platform for engineering more complex spatiotemporal signaling circuits.
(b) Representative image of a population of 3T3 cells expressing mCherry-MinD and MinE-GFP at different levels. A wide array of self-organizing protein 
dynamics and protein patterns are seen in single cells all throughout the population. (c) Examples images, kymographs, and quantification of traveling
waves (d) standing oscillations and (e) persistent stationary patterns in U2OS cells. Additional examples of MinDE reaction-diffusion phenomena across 
a range of different mammalian and human cell lines are detailed in Fig. S1-S2 and Movies S1-S6. 

 



Figure 2. MinDE signals frequency-barcode cellular identity. (a) An oscillating MinDE signal acts like a “cellular radio station” that imparts the cell with
a unique genetically encoded frequency. (b) Image-level and pixel-level time series of mCherry-MinD fluorescence data can be remapped to the frequency
domain by Fast Fourier Transform (FFT) to produce image-level and pixel-level power spectra. Individual cells appear in the slice of the image-level power 
spectrum that corresponds to their unique MinDE cellular frequency fMinDE. (c) Frequency-domain image processing applied to the time-series data of a 
single fluorescent signal (mCherry-MinD). An example of spectral isolation of an individual cell with a 28 mHz MinDE frequency from its neighbors and
(d) generation of a multi-channel image in which each color represents a different MinDE frequency is shown. Cells can be located based on their
frequency barcode. See also Movies S10-12. (e) Representative image from a 24-hour timelapse of migrating 3T3 cells false-colored by MinDE frequency. 
Frequency-barcodes persist throughout the time course and enable spectral resolution of overlapping cells. See also Movie S11. (f) Separation of MinDE 
signals occurring in different sub-compartments of the same cell. The pixel-level power spectrum of mCherry-MinD signals collected over a 6-hour time 
series revealed distinct frequencies corresponding to separate nuclear and cytoplasmic MinDE oscillations. (g) Using Finite Impulse Response (FIR) filters 
based on (f), the nuclear and cytoplasmic signals were isolated, and the Hilbert Transform used to estimate the instantaneous power of each signal
throughout the recording. This produces a multi-channel representation of the data that separately labels and tracks the cytoplasmic and nuclear signals.
Identical results were obtained using Continuous Wavelet Transform. See Fig. S5 and Movies S13-17 for additional detail and examples. 



different slices in the image power spectrum, making locating and segmenting cell boundaries trivial even at 
elaborate cell-cell interfaces (Fig. 2C, Fig. S2). Moreover, mixed signals arising from physically overlapping cells 
with distinct MinDE frequencies could be decomposed and assigned back to their cell of origin (Fig. 2D-E). For 
example, within a population of migrating 3T3 cells, these frequency-barcodes could label and track single cells 
even as they interacted and crawled on top of one another. This enabled us to produce a multi-channel rendering 
of the time series data in which individual cells were colored by frequency, using only a single fluorophore (Fig. 
2E, Movie S10-11). This frequency-barcoding strategy was effective in all cell lines we tested (Fig. S2, Movie 
S12).  

We also found that we could separate MinDE signals arising from different sub-cellular compartments 
within the same cell. In a 6-hour recording of a U2OS cell, the associated power spectrum showed peaks at the 
fundamental frequency of the MinDE oscillation in the cell body and its harmonics, as well as an additional small 
peak corresponding to a weak secondary MinDE oscillation in the nucleus (Fig. 2F). We separated the nuclear 
and cytoplasmic signals from within this single-channel recording using finite-impulse-response (FIR) filters (26). 
We then recovered the instantaneous power, phase, and frequency of the resulting signals using the Hilbert 
Transform (26), generating a multi-channel rendering that separately labels each sub-cellular compartment (Fig. 
2G, Fig. S4-5, Movie S13-15). Nearly identical results were obtained using continuous wavelet transform (Fig. 
S5, Movie S16-17) (28, 29). MinDE signals thus provide an unprecedented means of encoding single-cell and 
sub-cellular information in synthetic protein dynamics that can be easily decoded using a suite of powerful tools 
from digital signal processing.  

Given the utility of the signals MinDE circuits generate, we sought to program their dynamic behavior at 
the genetic level. We imaged thousands of MinDE circuit configurations spanning a wide range of mCherry-MinD 
and MinE-GFP expression levels, segmented cells based on their frequency, and extracted the average GFP 
and mCherry intensity within each cell as a proxy for MinE and MinD expression (Fig. 3A). Aggregating these 
data, we found that MinDE signal frequency was strongly determined by the relative levels of MinD and MinE: 
for a fixed MinD expression level, higher MinE levels led to higher frequencies (Fig. 3B, 3D). In contrast, the 
power (amplitude) of the MinDE signal was set by the MinD expression levels (Fig. 3C). These trends were 
consistent across all cell lines we analyzed (Fig. S6). Thus, a specific MinDE signal frequency and amplitude 
can be genetically encoded by controlling gene expression levels. These observations reflect the biochemical 
activities of MinD and MinE: MinD is the ATPase in the system, setting the maximum number of molecules that 
can participate in the oscillation; and MinE is the ATPase activator, whose concentration will determine how 
rapidly ATP is hydrolyzed by MinD (18, 25, 30, 31). Consistent with this, mutant forms of MinE with faster 
membrane exchange (32) produced faster oscillations (>160 mHz) and showed different frequency-scaling 
relationships (Fig. 3D). This indicates that targeted mutations in MinDE components can be used to alter and 
engineer the mapping between gene expression levels and circuit dynamics.   

Because MinDE circuits are fast and protein-based, more complex signaling dynamics or composite signals 
can be created by coupling MinDE to other proteins or cellular structures. We created a plug-and-play platform 
that dynamically connects MinDE to other components, based on the chemically inducible heterodimerization 
system FKBP/FRB (Fig. 3E) (33). When FRB was fused to MinD, an FKBP-BFP test payload did not colocalize 
with MinDE in the absence of rapamycin. However, within seconds of adding rapamycin, the BFP signal 
colocalized with MinDE in space and time (Fig. 3F, Movie S18). As a result, this circuit generates a new oscillatory 
signal in the BFP channel whose frequency matches the MinDE carrier signal but whose amplitude is modulated 
in real time by the FKBP/FRB interaction (Fig. 3G).  

As MinDE interacts with other proteins in the cell, the spatiotemporal dynamics of the MinDE signal itself 
can also change in response. For a simple BFP payload, we observed little change in the steady-state frequency 
of the MinDE signal upon loading (Fig. 3H); that is, the derived BFP signal largely inherits the frequency of the 
MinDE carrier it arises from. We then tested the effects of connecting MinDE to well-characterized “intrinsically 
disordered region” sequences (IDRs) that have different propensities to form liquid condensates, gels, or 
aggregates with altered diffusivity (34–36). While weak IDRs like RGG had little effect on MinDE dynamics, 
recruitment of stronger IDRs derived from FUSN or DDX4 rapidly altered MinDE spatiotemporal behavior (Fig. 
3I, Fig. S7, Movies S19). For these circuits, oscillating puncta assembly and disassembly were observed along 
the wave trajectory, coincident with a drastic decrease in the circuit frequency and redistribution of circuit power. 
In contrast, connection of MinDE circuits to large, preformed protein-condensates (via FTH1-FUSN (36)) or to 
the microtubule cytoskeleton (via TPPP (37)) led to immediate arrest of MinDE oscillations (Fig. 3J, Fig. S7, 
Movie S19).  

Taken together, these results indicate that the baseline MinDE spatiotemporal dynamics can be 
programmed at a genetic level and further modulated in real-time at the protein level through dynamic connection 



to other cellular components (Fig. 3K). Depending on the nature of these interactions, MinDE dynamics can 
persist and drive other processes (such as condensate assembly and disassembly) or be overridden by stronger 
localization signals. Thus, the space of possibilities for sculpting MinDE behavior in living cells is vast, creating 
a new frontier for synthetic biology to experimentally explore reaction-diffusion dynamics, patterning, and signal 
generation. 

We next applied this knowledge to design specific MinDE circuits for understanding or engineering cell 
biology. Taking advantage of the “radio”-like properties of MinDE signals, we first created circuits that read out 
and broadcast frequency-barcoded dynamic cell-state data, using protein kinase A (PKA) signaling activity as a 
test case (Fig. 4A). For this circuit, we fused a substrate sequence for PKA to MinD and co-expressed this with 
mCerulean-FHA, which specifically binds to the phosphorylated substrate sequence (38). This exact 

Figure 3. Programming and modulating MinDE circuit dynamics. (a) Thousands of MinDE circuit configurations sampling different expression levels
or component ideas can be characterized in parallel using the frequency-domain image processing techniques from Fig. 2.  (b) Aggregating single-cell 
circuit behavior across 1000s of U2OS cells reveals how MinDE circuit frequency and (c) MinDE circuit power can be programmed at a genetic level by
controlling the expression levels of MinD and MinE. Similar trends were obtained across all cell-lines examined, see Fig. S6. (d) The MinE:MinD expression 
ratio is the major determinant of MinDE circuit frequency. This enables characterization and comparison of the frequency-scaling behavior of MinDE 
circuits harboring different mutant components. The frequency-scaling behavior for MinE mutants that affect MinE membrane affinity and diffusivity are
shown. See also Fig. S6. (e) Schematic of a plug-and-play platform for inducible recruitment of protein payloads to MinDE circuits based on rapamycin-
dependent interaction between FRB-MinD and FKBP-payloads. (f) Inducible recruitment of a simple BFP payload using the system described in (e).
Representative FRB-mCherry-MinD and BFP-FKBP images of cells pre and post rapamycin inductions are shown, demonstrating rapamycin-dependent 
colocalization of BFP with MinD. See also Movie S18. (g) Power-spectra for the MinD and BFP signals in (f) pre and post rapamycin induction. MinD
shows a consistent high-power signal in the presence or absence of rapamycin. The BFP signal has little power at the MinD frequency in the absence of 
rapamycin, but high-power (13x increase) when rapamycin is added. (h) MinDE frequency scaling behavior for the MinD-BFP recruitment circuit in the 
presence or absence of rapamycin. There is little change in the steady-state frequency of the MinD signal upon recruitment. (i) Representative images,
pixel-level intensity time course, and kymograph pre and post recruitment of the condensate-forming intrinsically disordered region of FUSN to MinDE.
The MinDE signal undergoes rapid frequency modulation as puncta-like structures assemble and disassemble along the wave trajectory. Additional
examples and data in Fig. S7 and Movie S19. (j) As in (i) but using a pre-formed protein condensate (FTH-FUSN) as a payload. MinDE oscillations
immediately arrest as MinDE components colocalize into droplets. Additional examples and data in Fig. S7 and Movie S19. (k) Schematic for how MinDE 
circuit behaviors and dynamics can be genetically programmed and modulated by engineered protein-protein interactions. 



substrate/reader pair was previously used to develop a FRET-based PKA activity reporter (39). The resulting 
MinDE circuit generates a new signal derived from MinDE in the mCerulean channel whose amplitude is 
dynamically modulated by PKA signaling activity. In resting cells, this PKA activity signal had low power as there 
was little colocalization of FHA-mCerulean with MinDE (Fig. 4B, Fig. S8). However, upon stimulation with the 
PKA agonist isoprenaline, FHA immediately began co-oscillating with the MinDE carrier, leading to increase in 
the power of the PKA activity signal at the pixel level (Fig. 4B, Fig. S8).  Importantly, the ratio of power between 
the MinDE carrier signal and the PKA activity signal was consistent everywhere within the cell, facilitating 
normalization, comparison and aggregation of the single-pixel signaling trajectories (Fig. 4B, Fig. S8, Movie S20-
21). For a saturating dose of isoprenaline, the increase in this power ratio could be as much as 600%, more than 
twenty-fold the reported dynamic range of the FRET sensor from which the circuit components were derived 
(39).  

Critically, this readout of PKA signaling is barcoded by the cell’s underlying MinDE frequency (Fig. 4C), 
allowing the PKA activity for individual cells to be spectrally isolated from others in the frequency domain. This 
enabled rapid, high-throughput extraction of single-cell PKA signaling trajectories from fields of cells even at low 

 
Figure 4. Engineering MinDE circuits to broadcast or control dynamic cellular activities. (a) MinDE circuits can be engineered to receive, barcode,
and broadcast the dynamics of any fluorescent cell-state reporter. A specific circuit that broadcasts PKA kinase signaling activity was designed by fusing
a PKA substrate to MinD and co-expressing FHA1-mCerulean, which binds the phosphorylated PKA substrate. This PKA→MinDE→FHA1 circuit creates 
a new signal derived from MinDE (the carrier) in the mCerulean channel that is modulated by PKA signaling activity (the data line). (b) Example of pixel-
level read-out of PKA signaling activity in a 293T cell using the circuit in (a). Upon treatment with the PKA agonist isoprenaline, the FHA1 signal (PKA 
data line) begins to co-oscillate with MinDE (carrier signal). Normalization of the power of the FHA1 signal to the MinDE carrier recovers the real-time 
PKA signaling dynamics for that pixel within the cell. (c) Representative images of a population of cells bearing the circuit in (a), showing the power of the 
MinD (carrier line) or FHA1 (PKA data line) signals pre or post treatment with isoprenaline, color-coded by frequency. (d) 98 single-cell PKA signaling 
trajectories extracted using the frequency-barcoded data broadcast by the cells in (c), clustered by response behavior. Additional detail, data, and
examples in Fig. S8 and Movies S20-S21. (e) MinDE circuits can also be engineered to act as control signals that drive cellular activities. A specific circuit
that inducibly couples MinDE spatiotemporal dynamics to actin polymerization upon rapamycin induction was designed using the bacterial signaling 
effector ActA as an FKBP-payload. (f) Demonstration that the MinDE→ActA control signal circuit can organize the polymerization of actin into structures 
with position and shape dictated by the MinDE signal, using a stationary MinDE pattern as an example control signal. Representative images for MinD 
(control signal) and the LifeAct actin reporter (output signal), pre (-rap) and post (+rap) coupling are shown, along with a kymograph passing through
multiple MinDE spots. (g) When MinDE control signals are dynamic, they can be used to probe signaling timescales within the cell. An example cell 
bearing a MinDE→ActA circuit driven by a dynamic MinD wave is shown along with an associated kymograph and (h) a single-pixel intensity time course 
of the MinD and LifeAct signals indicate that the LifeAct (output signal).  (i) Representative pixel-level cross-correlation profile between MinD and LifeAct
signals and associated image-level rendering of the extracted time-lag across the field of view in (g). This shows a consistent 8s lag for signal transmission 
from the MinDE-ActA circuit to actin everywhere within the cell. Additional examples and analyses are detailed in Fig. S9-11 and Movie S22-23. 



magnification (Fig. 4D).  This ability to couple cellular data to the MinDE frequency-barcode is not possible with 
other imaging barcoding strategies based on ratioing multiple fluorescent proteins (40, 41). Moreover, because 
only on a single fluorophore is needed to track the MinDE carrier signal, it is possible to barcode and broadcast 
multiple data lines for different signaling pathways or activity reporters in parallel using this approach. To our 
knowledge, there are no existing strategies that provide the barcoding, amplification, and multiplexing potential 
of MinDE cellular radio circuits for reading out single-cell data in real time.  

We then explored whether the same MinDE signals we used to broadcast endogenous cellular activities 
could also be used to synthetically reorganize them. We built circuits that targeted a pathway that would produce 
an output signal clearly localized in space and time: actin polymerization. Many endogenous signaling pathways 
and bacterial effector proteins organize actin polymerization in the cell through signaling to the Arp2/3 complex 
(6, 42, 43). A fragment of one such effector from Listeria, ActA, can support synthetic actin polymerization when 
clustered on surfaces or membranes (9, 44). Using our plug-and-play inducible system, we generated cell lines 
in which an ActA payload could be coupled to MinDE spatiotemporal patterns and used LifeAct-GFP (45) to 
monitor the associated actin dynamics in real-time (Fig. 4E). This allowed us to query a range of MinDE-to-ActA 
control signals for their ability to support and organize actin polymerization. In cells displaying stationary MinDE 
patterns of geometric spots, the LifeAct-GFP signal did not colocalize with MinDE patterns in the absence of 
rapamycin. However, upon addition of rapamycin, we observed rapid production of filamentous actin structures 
with size, shape and position controlled by the associated MinDE pattern (Fig 4F, Fig. S9-10, Movie S22-23). 
This clearly shows that the spatiotemporal organization encoded by a MinDE circuit can be used as a blueprint 
to productively localize host-cell signaling activities in space and time. 

Interestingly, when ActA was connected to dynamic MinDE patterns, LifeAct-GFP oscillated at the same 
frequency as MinDE but with a noticeable delay between the two signals (Fig. 4G-H, Fig. S11). Cross-correlation 
(26) of the oscillatory LifeAct and MinDE signals defined a time-lag of 6-10 seconds in the cells we inspected 
(Fig. 4I, Fig. S11, Movie S23), which we interpret as the time it takes for MinDE recruitment of ActA to drive 
productive signaling to the actin polymerization machinery in our circuit context. We emphasize that this specific 
timescale likely depends on the expression levels of ActA, the power of the MinDE oscillation, and the availability 
of actin regulatory components in any individual cell. Nevertheless, it demonstrates that MinDE signals not only 
can act as genetically encoded spatiotemporal controllers of the cell, but can also dynamically probe 
spatiotemporal signaling constraints on the pathways that we connect them to.  

We have shown that a bacterial reaction-diffusion system, MinDE, can be used as an orthogonal synthetic 
biology platform to generate self-organizing, genetically encoded protein oscillations, patterns, and 
spatiotemporal signaling circuits in mammalian cells. The oscillatory nature of MinDE signals enables them to 
be deployed as cellular radios that barcode single-cell identity or compartments with a unique frequency. 
Capitalizing on these properties, we developed specific circuits that can read out and control mammalian cell 
biology with subcellular resolution. Our work provides a foundation for building more complex protein-based 
reaction-diffusion circuits that incorporate feedback and sense data into their spatiotemporal dynamics, providing 
a new suite of tools for visualizing, probing, and perturbing cell biology. It also provides an experimental test-bed 
for leveraging synthetic biology to experimentally explore the physics and chemistry of reaction-diffusion systems 
that incorporate time-varying protein-levels, localization, or diffusivity (46). Taken together, we establish a new 
paradigm for synthetic interaction with cells at length and timescales critical to biological function. 
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